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What’s the problem?
Artificial intelligence (AI)–enabled systems make many invisible decisions affecting our health, safety 
and wealth. They shape what we see, think, feel and choose, they calculate our access to financial 
benefits as well as our transgressions, and now they can generate complex text, images and code just 
as a human can, but much faster.

So it’s unsurprising that moves are afoot across democracies to regulate AI’s impact on our individual 
rights and economic security, notably in the European Union (EU).

But, if we’re wary about AI, we should be even more circumspect about AI-enabled products and 
services from authoritarian countries that share neither our values nor our interests. And, for the 
foreseeable future, that means the People’s Republic of China (PRC)—a revisionist authoritarian power 
demonstrably hostile to democracy and the rules-based international order, which routinely uses 
AI to strengthen its own political and social stability at the expense of individual human rights. In 
contrast to other authoritarian countries such as Russia, Iran and North Korea, China is a technology 
superpower with global capacity and ambitions and is a major exporter of effective, cost-competitive 
AI-enabled technology into democracies.

In a technology-enabled world, the threats come at us ‘at a pace, scale and reach that is 
unprecedented’.1 And, if our reliance on AI is also without precedent, so too is the opportunity—via the 
magic of the internet and software updates—for remote, large-scale foreign interference, espionage 
and sabotage through AI-enabled industrial and consumer goods and services inside democracies’ 
digital ecosystems. AI systems are embedded in our homes, workplaces and essential services. More 
and more, we trust them to operate as advertised, always be there for us and keep our secrets.

Notwithstanding the honourable intentions of individual vendors of Chinese AI-enabled products 
and services, they’re subject to direction from PRC security and intelligence agencies, so we in the 
democracies need to ask ourselves: against the background of growing strategic competition with 
China, how much risk are we willing to bear?

We should worry about three kinds of Chinese AI-enabled technology:

1.	 products and services (often physical infrastructure), where PRC ownership exposes democracies 
to risks of espionage (notably surveillance and data theft) and sabotage (disruption and denial of 
products and services)

2.	 AI-enabled technology that facilitates foreign interference (malign covert influence on behalf of a 
foreign power), the most pervasive example being TikTok

3.	 ‘Large language model AI’ and other emerging generative AI systems—a future threat that we need 
to start thinking about now.

While we should address the risks in all three areas, this report focuses more on the first category (and 
indeed looks at TikTok through the prism of the espionage and sabotage risks that such an app poses).

The underlying dynamic with Chinese AI-enabled products and services is the same as that which 
prompted concern over Chinese 5G vendors: the PRC Government has the capability to compel 
its companies to follow its directions, it has the opportunity afforded by the presence of Chinese 
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AI-enabled products and services in our digital ecosystems, and it has demonstrated malign intent 
towards the democracies.

But this is a more subtle and complex problem than deciding whether to ban Chinese companies 
from participating in 5G networks. Telecommunications networks are the nervous systems that 
run down the spine of our digital ecosystems; they’re strategic points of vulnerability for all digital 
technologies. Protecting them from foreign intelligence agencies is a no-brainer and worth the 
economic and political costs. And those costs are bounded because 5G is a small group of easily 
identifiable technologies.

In contrast, AI is a constellation of technologies and techniques embedded in thousands of 
applications, products and services, so the task is to identify where on the spectrum between 
national-security threat and moral panic each of these products sits. And then pick the fights that 
really matter.

What’s the solution?
A general prohibition on all Chinese AI-enabled technology would be extremely costly and disruptive. 
Many businesses and researchers in the democracies want to continue collaborating on Chinese 
AI-enabled products because it helps them to innovate, build better products, offer cheaper services 
and publish scientific breakthroughs. The policy goal here is to take prudent steps to protect our digital 
ecosystems, not to economically decouple from China.

What’s needed is a new three-step framework to identify, triage and manage the riskiest products and 
services. The intent is similar to that proposed in the recently introduced draft US RESTRICT Act, which 
seeks to identify and mitigate foreign threats to information and communications technology (ICT) 
products and services, although the focus here is on teasing out the most serious threats.

Step 1: Audit. Identify the AI systems whose purpose and functionality concern us most. What’s the 
potential scale of our exposure to this product or service? How critical is this system to essential 
services, public health and safety, democratic processes, open markets, freedom of speech and 
the rule of law? What are the levels of dependency and redundancy should it be compromised 
or unavailable?

Step 2: Red Team. Anyone can identify the risk of embedding many PRC-made technologies into 
sensitive locations, such as government infrastructure, but, in other cases, the level of risk will be 
unclear. For those instances, you need to set a thief to catch a thief. What could a team of specialists 
do if they had privileged access to (that is, ‘owned’) a candidate system identified in Step 1—people 
with experience in intelligence operations, cybersecurity and perhaps military planning, combined 
with relevant technical subject-matter experts? This is the real-world test because all intelligence 
operations cost time and money, and some points of presence in a target ecosystem offer more 
scalable and effective opportunities than others. PRC-made cameras and drones in sensitive locations 
are a legitimate concern, but crippling supply chains through accessing ship-to-shore cranes would 
be devastating.
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For example, we know that TikTok data can be accessed by PRC agencies and reportedly also reveal a 
user’s location, so it’s obvious that military and government officials shouldn’t use the app. Journalists 
should also think carefully about this, too. Beyond that, the merits of a general ban on technical 
security grounds are a bit murky. Can our Red Team use the app to jump onto connected mobiles and 
IT systems to plant spying malware? What system mitigations could stop them getting access to data 
on connected systems? If the team revealed serious vulnerabilities that can’t be mitigated, a general 
ban might be appropriate.

Step 3: Regulate. Decide what to do about a system identified as ‘high risk’. Treatment measures 
might range from prohibiting Chinese AI-enabled technology in some parts of the network, a ban on 
government procurement or use, or a general prohibition. Short of that, governments could insist 
on measures to mitigate the identified risk or dilute the risk through redundancy arrangements. And, 
in many cases, public education efforts along the lines of the new UK National Protective Security 
Authority may be an appropriate alternative to regulation.

The democracies need to think harder about Chinese AI-enabled technology in our digital ecosystems. 
But we shouldn’t overreact: our approach to regulation should be anxious but selective.

Introduction
It seems like an age since we worried about China’s dominion over the world’s 5G networks. These 
days, the digital authoritarian threat feels decidedly steampunk—Russian missiles powered by 
washing-machine chips and stately Chinese surveillance balloons. And, meanwhile, our short attention 
spans are centred (ironically) on TikTok—an algorithmically addictive short video app owned by 
Chinese technology company ByteDance.

More broadly, there are widespread concerns that ‘large language model’ (LLM) generative AI such as 
ChatGPT will despoil our student youth, replace our jobs and outrun the regulatory capacity of the 
democracies.2 To be sure, the way we trust and depend on AI to sustain and improve our lives is an 
experiment without precedent in human history. We rely on AI to make invisible decisions affecting 
our health, safety and wealth in critical public infrastructure and financial markets. Online, it shapes 
what we see, think, feel and choose. It knows more about us than we do ourselves, so it’s handy for 
gatekeeping access to the things we want, such as jobs, welfare, credit and insurance. It calls out our 
transgressions when it calculates that we’ve committed fraud or traffic violations and it predicts our 
risk of committing criminal offences3 and dying from disease. And now AI can generate complex text, 
images and code, which hitherto only humans could do, and do it in a fraction of the time.

So, understandably, many citizens and democratic governments are mistrustful about the impact of AI 
on our individual rights and economic security. Moves are afoot across the democracies to regulate AI, 
notably in the EU, which is poised to enact comprehensive AI regulations. In June 2023, the Australian 
Government also foreshadowed regulation to ‘ensure the growth of artificial intelligence in Australia is 
safe and responsible’.4

But if we in the democracies are wary about AI, we should be even more circumspect about AI-enabled 
products and services from authoritarian countries that share neither our values nor our interests. 
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And, for the foreseeable future, that means the PRC. In the span of a generation, China has transfigured 
its technological base. Once barely capable of producing third-rate knock-offs of second-rate Soviet 
designs, it’s now a peer tech competitor with the US in the field of leading-edge AI.5 Kicked along by 
the search for technology to address the PRC Government’s internal-security concerns, China’s tech 
companies are now exporting their AI-enabled technology to the world.

Chinese AI-enabled products are price competitive and effective, which no doubt is why almost 
1,000 Chinese-made surveillance cameras were installed across Australian Public Service agencies.6 
However, Chinese companies are also subject to the direction of the Chinese state.7

The challenge for democracies is how to manage the security risks posed by Chinese AI-enabled 
products and services. The underlying dynamic is the same as that which prompted concern over 
Chinese 5G vendors: the PRC Government has the capability to compel its companies to follow its 
directions, it has the opportunity afforded by the presence of Chinese AI-enabled products and 
services in our digital ecosystems, and it has demonstrated malign intent towards the democracies.

But this is a more subtle and complex problem than deciding whether to ban Chinese companies from 
participating in 5G networks. Telecommunications networks are the nervous systems that run down 
the spine of our digital ecosystems; they’re strategic points of vulnerability for all digital technologies. 
Because of the nature of 5G technology, even extensive security mitigations can’t shield sensitive data 
and network functions from vendors under instruction from Chinese security agencies.8 Protecting 
these networks is a no-brainer and is worth the economic and political costs. And those costs are 
bounded because 5G is a small group of easily identifiable technologies.

In contrast, AI is a constellation of technologies and techniques embedded in thousands of 
applications, products and services, so the task is to identify where on the spectrum between 
national-security threat and moral panic each of those products sits. And then pick the fights that 
really matter.

This report is broken down into six sections. The first section highlights our dependency on AI-enabled 
products and services. The second examines China’s efforts to export AI-enabled products and 
services and promote its model of digitally enabled authoritarianism, in competition with the US 
and the norms and values of democracy. This section also surveys PRC laws compelling tech-sector 
cooperation and explains the nature of the threat, giving three examples of Chinese AI-enabled 
products of potential concern. It also explains why India is particularly vulnerable to the threat.

In the third section, the report looks at the two key democratic responses to the challenge of AI: on 
the one hand, US efforts to counter both China’s development of advanced AI technologies and the 
threat from Chinese technology already present in the US digital ecosystem; on the other, a draft EU 
Regulation to protect the fundamental rights of EU citizens from the pernicious effects of AI. The fourth 
section of the report proposes a framework for triaging and managing the risk of China’s authoritarian 
AI-enabled products and services embedded in democratic digital ecosystems. The final section 
acknowledges complementary efforts to mitigate the PRC threat to democracies’ digital ecosystems.
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What’s AI got to do with me?
You may not be interested in AI, but AI is interested in you. Today, you might have used AI to find 
the quickest route to a meeting through peak-hour traffic and, while you were using an AI-enabled 
search to find a decent podcast, driver-assist AI might have alerted you and applied the brakes 
just before you backended the car in front, which had braked suddenly to avoid the AI-powered 
numberplate-recognition system on the speed camera attached to the AI-controlled traffic lights 
powered by the AI-load-balanced electricity grid. In the aftermath, AI might have helped diagnose 
your detached retina, recalculate your safe-driving no-claim bonus and recommend a home-delivered 
pepperoni comfort pizza, which you ordered using your AI-enabled voice assistant and which, thanks 
to AI, was already in the oven of your local pizza chain in anticipation of your order.

You get the picture.

Digital technology, indeed many old technologies, such as cars and systems that monitor and 
regulate industrial processes and utilities, are increasingly underpinned by AI. Broadly, AI systems are 
‘tools which allow computers to tackle specific problems that require skills normally only available 
to humans’.9 The focus of this report in particular is AI defined as an ‘artificial system developed 
in computer software, physical hardware, or other context that solves tasks requiring human-like 
perception, cognition, planning, learning, communication, or physical action’.10 That is, the focus here 
isn’t on AI of itself, but products and services produced by Chinese companies that are enabled by AI.

Simple ‘expert system’ versions of AI might calculate the solution to a problem by following a set of 
rules (an algorithm) written for them by humans (such as basic automatic braking systems). More 
complicated ‘machine-learning systems’ automate that process, working out the rules for themselves 
by training on large datasets. By trial and error, they discover patterns in the data that provide the 
optimal solution to a particular problem (such as calculating traffic routes). The past decade has seen 
the rapid development of a branch of machine learning called ‘deep learning’, which can achieve 
superhuman performance tackling precise problems (for example, winning at chess or go) by applying, 
to large datasets, complex artificial neural networks that are inspired by the neurons in our brains.

And now ‘foundation model’ AI (of which LLMs are a subset) is upon us.11 These generative AI systems, 
such as OpenAI’s GPT, can do many things really well by applying deep-learning techniques at scale 
to massive amounts of data to create outputs such as text, images and code. Foundation model AI 
is a step towards12 ‘artificial general intelligence’ (AGI), which is ‘generally understood to mean AI 
capable of completing any intellectual task humans are capable of—in contrast to today’s ‘narrow’ 
AI, which is developed to complete a specific task’.13 AGI and more tightly defined concepts such as 
‘artificial superintelligence’ (ASI) and ‘transformative AI’ (TAI) are labels that are used to describe where 
AI is heading. They’re part informed speculation, part marketing. As such, they’re fuzzy, subjective 
and disputed.

AI multiplies the power of other technology. It’s as transformational to the modern world as ball 
bearings were to the machine age. And often about as glamorous.

AI is a broad church, and sales teams like to slap the AI label on anything with an ‘on’ switch. At the 
same time, as with all technology, what’s one day revolutionary is banal the next. Some pioneers 
in the field complain that, as soon as they get it working, they don’t call it AI anymore. This will no 
doubt soon apply to many applications of GPT (generative pre-trained transformer) technology. We’ll 
quickly get used to OpenAI’s GPT suite extending Bing searches, generating Excel spreadsheets and 
autocompleting coding on GitHub, and we’ll take it for granted.
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What’s the threat from Chinese AI-enabled 
technology?
If you think democracy is fragile, spare a thought for despots everywhere. To be one in any age is 
hard, thankless work. In the 21st century, it’s terrifying. Modern technology challenges the business 
model of autocracy, particularly one like China built on the contradiction of a one-party state and 
a fiercely competitive capitalist economy. Markets are anarchic. People are suggestible. Enemies 
are everywhere. The arrival of the internet (a Western technology designed for frictionless global 
communication) facilitated the influx of foreign ideas (a worry for a country where twice last century 
such ideas led to revolution) and enabled citizens to spread unfiltered news and rumours and form 
spontaneous online communities.

At the same time, like a modern fly-by-wire fighter jet, authoritarian rule is inherently unstable, and 
effective governance requires constant realistic inputs to maintain its equilibrium. Without the messy, 
systemic self-correction forced on democratic governments by independent courts, open markets, 
unrestrained media and free elections, autocracies can lose sight of the terrain and fly into the ground. 
The Chinese Government’s stubborn persistence with ‘zero-COVID’ measures and its rapid reversal 
following widespread protest is a case in point.14

For the Chinese Communist Party (CCP), AI-enabled technology offers a solution to the problem of 
disruptive or faulty inputs from below. It has rolled out integrated security technologies supported 
by AI and data analytics to surveil, measure and respond to potential sources of instability.15 And its 
‘social credit’ system, which seeks to reward and punish individuals, corporates and government 
entities, has a wider purpose to improve economic governance and service delivery. Think part 
government services portal, part financial creditworthiness agency, part government regulator, part 
frequent flyer program and part drivers-licence demerit-point program. AI promises to make possible 
the CCP’s vision of ‘data-driven governance’16—a more potent and ordered alternative to the tangled 
chaos of the democratic model—enabling ‘different government organs [to] join hands to collect 
vast amounts of data within a coherent information ecosystem, across institutions, regions and 
administrative levels, as a basis for effective and responsive governance’.17

Beyond security and social-stability applications, the PRC Government also sees the economic 
benefits of AI. Indeed, Jeffrey Ding argues that this is ‘the primary, immediate driving force behind 
China’s development of AI … since AI systems could enable China to improve its productivity levels 
and meet GDP targets’.18 Ding thinks that integrating AI systems into Chinese manufacturing and the 
like will help China overcome unfavourable demographic trends and escape the middle-income trap19 
whereby China grows old before it grows prosperous.

The ties that bind

Those efforts have given China a comparative advantage in the application of a range of AI-enabled 
technologies, especially those related to security and surveillance. As documented by ASPI, China’s 
tech sector has benefited from state-security funding, permissive privacy protections and history’s 
biggest sandbox to develop its wares.20
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But the tech sector is also welded to the CCP by security laws, embedded party committees, ‘golden 
shares’21 held by the government and the threat of market intervention, detention and disgrace if 
founders get ahead of themselves.22 In particular, the 2017 National Intelligence Law ‘repeatedly 
obliges individuals, organizations, and institutions to assist Public Security and State Security officials 
in carrying out a wide array of “intelligence” work’.23 As noted by Murray Scot Tanner and others, that 
law is part of ‘an interrelated package of national security, cyberspace, and law enforcement legislation 
drafted under Xi Jinping … aimed at strengthening the legal basis for China’s security activities and 
requiring Chinese and foreign citizens, enterprises, and organizations to cooperate with them’.24 
Those include laws on Counterespionage (2014—recently strengthened25), National Security (2015), 
Counterterrorism (2015), Cybersecurity (2016) and Foreign NGO Management (2016), as well as the 
Ninth Amendment to the PRC Criminal Law (2015), the Management Methods for Lawyers and Law 
Firms (both 2016), and the Data Security Law (2021).

To be sure, most democracies also have laws enabling security and intelligence services to 
compel cooperation from private companies, but that access is enabled by legislation that’s been 
debated and passed by elected representatives, and (as a generalisation) is limited to specific 
circumstances and overseen by varying combinations of independent inspectors, the courts and the 
parliaments themselves.

The AI struggle

Over recent years, China has exported its AI-enabled technology to the world, expanding its regional 
and global influence through ‘smart city’ technology initiatives and other digital infrastructure and 
connectivity agreements in its Digital Silk Road program (both part of the broader Belt and Road 
Initiative), as well as law-enforcement cooperation and training.26 In technical standard-setting 
bodies and other international forums, China has sought standards that are advantageous to Chinese 
companies27 and advocated its ‘cyber sovereignty’ internet governance model, which confers on 
government the right to ‘delimit and control data flows based on its domestic security interests’,28 so 
that it might become ‘an international consensus’.29 For many authoritarian governments, the Chinese 
technology stack ‘offers a plausible way for big, economically advanced countries to make their 
citizens rich while maintaining control over them’.30

It makes sense that the CCP would want to normalise and legitimise a technology model integral 
to its rule, but technological innovation has also become for Xi Jinping the ‘main battlefield of the 
international strategic game’.31 The contest between China’s model of digital authoritarianism 
and liberal democracy has been likened to the competition between the democratic, fascist and 
communist social systems for much of last century.32 Eric Schmidt, the former CEO of Google and chair 
of the 2021 US National Security Commission on Artificial Intelligence (NSCAI), believes that the ‘AI 
revolution underpins the current contest of values between democracy and authoritarianism.’33 The 
NSCAI itself notes that ‘[w]herever China controls the digital infrastructure, social media platforms, and 
e-commerce, it would possess greater leverage and power to coerce, propagandize, and shape the 
world to conform to its goals.’34 Even those who are sceptical that China is exporting its governance 
model worry that its technology will place ‘downward pressure … on democratic principles like 
transparency and accountability, particularly when it comes to the governance of surveillance 
technologies like facial recognition’.35
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China is gaining rapidly in the race to develop and bring to market new AI technologies. Indeed, Eric 
Schmidt and Graham Allison warn that China ‘stands today as a full-spectrum peer competitor of the 
United States in commercial and national security applications of AI’.36 The NSCAI assessed in 2021 
that, on current trends, ‘China possesses the might, talent, and ambition to surpass the United States 
as the world’s leader in AI in the next decade if current trends do not change’37 (see box).

Who’s winning the AI race?

In crude terms, sensors, data, algorithms and computing power are to AI what fat, salt, acid and 
heat are to cooking.38 Data, sometimes fed by sensors, provides the ingredients, algorithms (with 
machine-learning techniques) the recipe and computing power the heat.

Sensors look like a win for China. Unrestrained by laws and norms, China’s advances in sensors 
mean it can dominate much of the field in facial-recognition technology, for example. That 
permissive environment also gives China an unrivalled ability to collect and combine large, 
disparate datasets, leading one commentator to characterise China as the ‘Saudi Arabia of 
data’.39 However, that’s misleading: unlike oil, ‘data is not an all-purpose resource.’40 Different 
AI systems call for ‘distinct types of data’ with unique ‘type, structure, quality, and availability’. 
Hence, a country ‘that first digitally stores, cleans, transforms, labels, and optimizes a set of data 
for specific projects—will be positioned to move faster toward its desired AI application, and 
hence at an advantage for that particular application’.41 China’s vast reserves of data may also 
be less of an advantage for generative AI because foundation models are ‘trained on the much 
more voluminous unstructured data of the internet’.42 But 56% of all websites are in English and 
only 1.5% are in Mandarin or China’s other languages, and Chinese interaction with the internet 
is primarily through mobile super-apps such as WeChat and Weibo, which are ‘walled gardens’, 
largely unindexed by search engines.43

On computing power, specifically the microelectronics hardware on which all AI runs, the US 
retains a clear but diminishing lead in the design of advanced semiconductors (chips) and the 
technology underpinning their fabrication, although ‘it is dependent on foreign supply chains and 
manufacturers in Asia that are vulnerable to coercion or disruption.’44

On algorithms / machine learning, it’s a mixed picture with China and the US leading in different AI 
subdisciplines.45 Given that human ingenuity is a proxy for innovation, the US’s openness (relative 
to China) and its continued ability to attract top global AI talent gives it an advantage at a time 
when innovation is rapidly changing up the AI game.46 It’s no accident that the mobile phone 
was invented by the American son of Jewish immigrants from Ukraine. However, China excels at 
fast-following and scaling up, quickly bringing existing AI technology to market in areas such as 
speech recognition and fintech, and the largest of its hyperscaled consumer-facing platforms 
(Baidu, Alibaba and Tencent) rival Google, Amazon, Facebook and Microsoft,47 so the challenge of 
regulating Chinese AI products and services will remain for the foreseeable future.
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What, exactly, should we be worried about?

To reiterate: the concern here isn’t China’s AI capability per se. It’s the integration of AI into products 
and services operated by PRC companies, which must cooperate with the Chinese state. As I’ve noted, 
AI is increasingly enabling all manner of pre-existing technologies, and China is skilled at integrating AI 
into commercial applications and offering them at competitive price points.

The core issue is this: notwithstanding the honourable intentions of individual vendors of Chinese 
AI-enabled products and services, they’re subject to direction from PRC security and intelligence 
agencies. Against the background of growing strategic competition with China, can we trust that they’ll 
protect our confidential information? Can we be sure their systems won’t be manipulated to produce 
malign effects? And are we confident that they’ll always be available when we need them?

We should worry about three kinds of Chinese AI-enabled technology:

•	 products and services (often physical infrastructure), where PRC ownership exposes democracies 
to risks of espionage (notably surveillance and data theft) and sabotage (especially disruption and 
denial of products and services)

•	 AI-enabled technology that facilitates foreign interference (malign covert influence on behalf of a 
foreign power), the most pervasive example being TikTok

•	 LLM AI and other emerging generative AI systems—a future threat that we need to start thinking 
about now.

This report is focused on the first category (and indeed looks at TikTok through the prism of espionage 
and sabotage), but, when we think about how we might manage Chinese AI-enabled technology, we 
should consider all of them.

In all three cases, the vector for this harm is cyberspace—our digital networks, but it’s a particular 
form of cyber activity. This isn’t about malicious cyber actors hacking into networks from the outside, 
but ‘legitimate’ actions taken by PRC companies on their own networks within our digital ecosystems 
at the direction of the Chinese state. Those actions might be triggered remotely or (wittingly or 
unwittingly) by service staff updating system software. This capability gives Chinese security services a 
sizable asymmetric advantage in one of the biggest problems facing intelligence operations the world 
over: how to gain access to protected networks.48

As with Chinese 5G kit, the issue isn’t whether there’s a ‘smoking gun’ proving that Chinese AI-enabled 
products and services have already taken such actions at the behest of the CCP’s security services. The 
concern is a ‘loaded gun’ within our digital ecosystems. The question is: how much risk are we willing 
to bear against the background of growing strategic tensions with China?

The following section contains three examples of the potential for harm to the democracies. The 
section after it briefly surveys the particular risks to India’s critical infrastructure posed by Chinese 
AI-enabled technology.
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Security concerns about PRC AI-enabled technology

Ship-to-shore cranes

In March this year, the Wall Street Journal reported that the Chinese company Shanghai Zhenhua Heavy 
Industries Co. Ltd (ZPMC) controls around 70% of the global market for cranes.49 Offering good-quality 
cranes that are significantly cheaper than Western models, the company has sold cranes to more 
than 100 countries. It reportedly makes 80% of the ship-to-shore cranes in use in US ports, and its 
cranes are installed at Sydney’s Port Botany as well as ports in Brisbane, Melbourne and Fremantle, 
Western Australia.50

In a 2017 video, ZPMC’s then-chairman Hailiang Song explained that ‘We used to sell hardware, and 
now we are selling software and service.’ The accompanying article on Microsoft’s website explains 
that ‘ZPMC is leveraging the Microsoft Cloud to build an Internet of Things platform that connects 
equipment, analyzes real-time data and informs a global monitoring hub. The company is integrating 
machine learning and advanced analytics for predictive maintenance and building remote monitoring, 
servicing and operations systems that boost efficiency, safety and customer satisfaction.’ In the 
video, a company official explains that ‘Through our main office in Shanghai, you can monitor all the 
cranes and help them solve the problem. No need to fly from Shanghai to everywhere!’51 US officials 
reportedly told the Wall Street Journal that in some cases the cranes are supported by Chinese 
nationals working on two-year US visas.

So, on the face of it, those cranes could be accessed remotely or by servicing staff. What could 
China do with that? According to the paper, the US Defense Intelligence Agency concluded in 2021 
‘that Beijing could potentially throttle port traffic or gather intelligence on military equipment being 
shipped’. Noting that ‘[i]t wouldn’t be hard for an attacker to disable one sensor on a crane and 
prevent the crane from moving,’ a former head of cybersecurity for the port of Houston observed that 
‘[t]hese systems aren’t designed for security, they are designed for operations.’52 Which is unfortunate, 
because the cranes reportedly also ‘contain sophisticated sensors that can register and track the 
provenance and destinations of containers, prompting concerns that China could capture information 
about materiel being shipped in or out of the country to support US military operations around the 
world.’53 One former Pentagon official has noted that ‘because US military logistics organizations must 
share information with a wide variety of commercial businesses with inconsistent cybersecurity, these 
networks are uniquely vulnerable to enemy attacks.’54

Screening equipment

In 2020, the Wall Street Journal also reported US concern that Nuctech Co. Ltd, a world-leading 
producer of screening and inspection equipment with close links to Chinese state-owned enterprises, 
had secured a 90% share of Europe’s sea-cargo screening equipment market and up to 50% of the 
market for airport passenger baggage and cargo screening, not least because its products were 
25%–50% cheaper than those of its competitors.55 With factories in Poland and Brazil, the company 
claims that it exports equipment, systems and services to 170 countries.56

Biometrics, data and AI are central to the company’s products.57 According to 2020 ASPI research, 
Australian state and federal government departments have invested heavily in Nuctech equipment 
and services since the Australian Customs Service’s first order in 2001.58 Nuctech systems are installed 
at major ports and some airports, and the company has contracts with state governments to provide 
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and maintain body scanners at prisons and courts.59 There’s no evidence that these particular systems 
can be or, to date, have been maliciously manipulated either remotely or by servicing personnel. And 
it remains unclear to what extent Nuctech services connect with national border-control and customs 
databases, including passenger identification systems.60 The company denies that it has any access 
‘whatsoever’ to data generated by Nuctech products.61

Yet security concerns persist. The US banned Nuctech from its airports in 2014 following a classified 
review by the Transportation Security Administration and, in 2020, added the company to its banned 
entity list ‘for its involvement in activities that are contrary to the national security interests of the 
United States’. In the same year, due to security concerns, Canada reversed a decision to buy Nuctech 
scanners for its 170 overseas diplomatic missions.62

In relation to Europe’s reliance on Nuctech, the Wall Street Journal noted that ‘[s]ystems that screen 
cargo at ports and checked baggage at airports and railway stations are increasingly linked up to 
databases with shipping manifests and passenger information, including passports, fingerprints and 
other details’—potentially a trove of personal, commercial and military logistics information.63 The 
company has reportedly supplied cargo scanners along Finland’s border with Russia, the EU’s borders 
with Belarus, Ukraine and Kaliningrad (Russia’s Baltic Sea territory) and a nuclear-missile storage site 
between Lithuania and Poland. Given China’s strategic alignment with Russia and its ‘pro-Russian 
neutrality’ in relation to the invasion of Ukraine, this is a concern.

In connection with the Canadian scanning equipment, a senior Canadian cybersecurity official told 
a 2020 parliamentary inquiry that security-screening equipment and other types of equipment had 
evolved ‘such that [they] could gather information that could be of risk to Canada’.64 She explained that 
recent versions of security-screening equipment included ‘embedded hard drives and USB ports that 
can be used for maintenance purposes, for uploading and downloading data and software updates’. 
She added that the problem is ‘whether there are any additional capabilities embedded within the 
machinery that are of concern’.

Digitised railway networks

In March this year, Reuters reported that Germany’s state-owned Deutsche Bahn, one of Europe’s 
largest rail networks, had selected Huawei to build a network to form the backbone of its new 
digital infrastructure, which will enable it to ‘remotely steer’ all its operations.65 Reuters cited claims 
by Huawei critics that ‘close links to China’s security services means that the use of its technology 
could give Chinese spies and even saboteurs access to swathes of essential infrastructure’ and that, 
according to cybersecurity experts, the switches and routers supplied by Huawei under the contract 
‘contain software that needs to be regularly updated remotely, potentially allowing for malicious 
updates’. Similar concerns were raised when, in 2019, Huawei reportedly undercut its rivals by 50% to 
win a contract to deliver a new digital signalling system to Brisbane’s Cross River Rail Authority. The rail 
network reportedly carried 55 million passengers a year and controlled the movement of freight trains 
carrying goods to and from the port of Brisbane.66 Huawei also supplies the digital radio systems for 
Sydney’s rail transit system.67

Huawei appears to be investing heavily in AI solutions for digitised railway networks. Information on its 
website published in 2021 explains that ‘Huawei is supporting the rail industry in its efforts to digitalise, 
particularly in the areas of connectivity, cloud infrastructure and artificial intelligence, in order to 
improve operational efficiency and customer satisfaction.’68
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A(I) passage to India?

The risk to democracies’ digital ecosystems is commensurate with the PRC’s strategic ambitions. In 
general, the closer democracies are to the PRC, the more immediate the threat. Japan69 and South 
Korea should be vigilant, but India even more so, for two reasons. First, India is industrialising and 
modernising rapidly, so price-competitive, effective Chinese gear will be a tempting default first choice 
for its critical-infrastructure requirements, particularly in the absence of indigenous alternatives (which 
are more likely to be available to Japan and South Korea). Second, India has a border contested by 
China, a neighbouring nuclear power. For India, this is a ground game with trigger fingers, so perhaps 
the regulation threshold should be lower for India.

We already know that India’s critical infrastructure is a target for Chinese intelligence agencies. In 
February 2021, Recorded Future’s Insikt threat research division revealed that PRC cyber threat actors 
targeted two seaports and ‘a large swathe of India’s power sector’, including four of the five regional 
load despatch centres responsible for balancing electricity supply and demand, in ‘a concerted 
campaign against India’s critical infrastructure’. Insikt assessed that those intrusions posed ‘significant 
concerns over potential pre-positioning of network access to support Chinese strategic objectives 
… including geo-strategic signaling during heightened bilateral tensions, supporting influence 
operations, or as a precursor to kinetic escalation’.70 In April last year, Insikt revealed that it had 
observed likely network intrusions targeting at least seven Indian state load despatch centres (SLDCs) 
‘responsible for carrying out real-time operations for grid control and electricity dispatch within these 
respective states’. Insikt noted that ‘this targeting has been geographically concentrated, with the 
identified SLDCs located in North India, in proximity to the disputed India–China border in Ladakh.’71

To be clear: these were ‘conventional’ cyber intrusions from outside the network, but they reveal 
a malign PRC intent and the potential opportunity for cooperative PRC activity within AI-enabled 
products and services controlled by PRC vendors. Indeed, Indian commentators have warned of the 
risks of permitting Chinese companies to build power plants and core ICT and telecommunications 
networks in India.72 The Indian Government appears to need no encouragement. In recent years, it has 
restricted Chinese investment and access to public procurement contracts and participation in critical 
infrastructure projects and has excluded Chinese companies from its 5G networks.73 And, in probably 
one of its few touchpoints with the Taliban, the Indian Government has banned TikTok (and many 
other Chinese apps).74

How do we manage authoritarian AI technology?
Two key responses are emerging for countering the risks posed by AI to the democracies. Both are 
instructive for how the democracies might identify and manage authoritarian AI, the US model 
more so.

The EU draft AI Act defines the threats posed by AI in broad terms as a risk to individual rights, ethics 
and equality and proposes a country-agnostic regulatory framework to address those issues, whether 
the AI originates in the US or China. To be sure, there are similar efforts in the US to address AI, 
including by President Biden himself,75 but his administration’s main AI focus has been on countering 
authoritarian AI-enabled technology from China. For the US, China’s growing AI capability is an 
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economic and national-security threat, but also a threat to democracy and human rights. Indeed, 
echoing Xi Jinping, President Biden’s Indo-Pacific Coordinator, Kurt Campbell, has referred to 
technology as ‘the cutting edge arena of international competition in the period ahead, in the way 
nuclear missiles were … the defining feature of the Cold War’.76

The US approach

In response, the US is rolling out a wide-ranging suite of measures to maintain its competitive 
advantage, retard China’s development of advanced computing technologies (essential for 
leading-edge AI) and slow the leakage of related high-end US expertise and intellectual property (see 
Appendix ‘US efforts to constrain PRC advanced computing technologies in China and at home’). 
Those measures will certainly affect China’s ability to compete in foundation model generative AI 
and emerging generative AI technologies, but they’ll do little to manage the threat of PRC AI-enabled 
technology entering the market today.

To tackle this immediate challenge, a strongly bipartisan bill was introduced into the US Senate in 
early March this year. The Restricting the Emergence of Security Threats that Risk Information and 
Communications Technology (RESTRICT) Act proposes a ‘risk-based process, tailored to the rapidly 
changing technology and threat environment, by directing the Department of Commerce to identify 
and mitigate foreign threats to information and communications technology products and services’.77 
In his press release, one of the Act’s key sponsors, US Senator Mark Warner (chairman of the Senate 
Select Committee on Intelligence), calls for ‘a comprehensive, risk-based approach that proactively 
tackles sources of potentially dangerous technology before they gain a foothold in America, so we 
aren’t playing Whac-A-Mole and scrambling to catch up once they’re already ubiquitous’. The focus 
of the Act is clearly technology from China. The draft Act has been applauded by National Security 
Advisor Jake Sullivan, who has urged both Democrats and Republicans ‘to act quickly to send it to the 
President’s desk’.78

The summary of the bill sets out the challenge: ‘Over the past years, foreign technology, including 
telecommunications equipment, social media applications, security software, and e-commerce 
platforms, have entered the US market and become increasingly embedded within our information 
and communications networks, posing novel threats to US citizens’ data, US critical infrastructure, 
the privacy of Americans’ and businesses’ communications, our information ecosystem, and 
security of everyday products.’79 In response, the Act would require the Secretary of Commerce 
to ‘establish procedures to identify, deter, disrupt, prevent, prohibit, and mitigate transactions 
involving information and communications technology products in which any foreign adversary has 
any interest and poses undue or unacceptable risk to national security’. It prioritises the ‘evaluation 
of information communications and technology products used in critical infrastructure, integral 
to telecommunications products, or pertaining to a range of defined emerging, foundational, and 
disruptive technologies with serious national security implications’. It mandates ‘comprehensive 
actions to address risks of untrusted foreign information communications and technology products … 
identified by other government entities’. And it seeks to ‘[e]ducate the public and business community 
about the threat by requiring the Secretary of Commerce to coordinate with the Director of National 
Intelligence to provide declassified information on how transactions denied or otherwise mitigated 
posed undue or unacceptable risk’.80
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While the immediate focus of the RESTRICT Act is TikTok, on face value it could apply to the full range 
of Chinese AI-enabled technology. Its implications are far-reaching and profound: for the US–China 
relationship; for their technological and economic decoupling; and for China’s tech exports and 
development. It will also increase pressure on US allies and partners to follow suit.

The tech unravelling is a two-way street

In the flurry of recent US activity to manage the risks of Chinese technology, it’s easy to forget 
that the travel has been in both directions. Indeed, China moved first. Since 2009, it has blocked 
Facebook, Google, Twitter and Instagram, as well as thousands of other foreign websites.81 Its 
2016 Cybersecurity and 2017 National Intelligence laws (and other statutes) place ‘ill-defined and 
open-ended new security obligations and risks not only on US and other foreign citizens doing 
business or studying in China, but in particular on their Chinese partners and co-workers’.82 And, 
since June 2020 (probably in response to bans on sales of US parts and technology to Huawei 
and other Chinese firms), China has required operators of ‘critical information infrastructure’ to 
go through a cybersecurity review process when ordering goods and services that may affect 
national security, which includes assessments of risks of supply-chain disruption due to ‘politics, 
diplomacy and trade’.83 At the time, the Cyberspace Administration of China denied that the rules 
were intended to restrict or discriminate against foreign companies.84 However, in May this year, 
it announced that its review of products from Micron, the US’s largest memory-chip maker, had 
found ‘significant security risks’ that would affect national security and warned operators of key 
Chinese information infrastructure—such as telecommunications firms and state-owned banks—
against purchasing the company’s goods.85

While the Micron review had been in train for almost two months, the timing of the announcement 
of its result was no accident, coming the day after a strongly worded G7 leaders’ statement on 
economic resilience and economic security clearly aimed at reducing vulnerability to Chinese 
supply chains and economic coercion.86 The statement underlines ‘the importance of cooperating 
on enhancing security and resiliency in critical infrastructure particularly in the digital domain’. It 
notes the need for ‘rigorous evaluation of equipment … to assess political, economic, and other 
risks of a non-technical nature posed by vendors and suppliers’. It expresses ‘concern about 
regulations that unjustifiably require companies to localize data or those that allow governments 
to access data without appropriate safeguards and protections’. And it commits to ‘deepen our 
strategic dialogue to seek to counter malicious practices in the digital sphere to protect global 
value and supply chains from illegitimate influence, espionage, illicit knowledge leakage, and 
sabotage’.87

The policy context for China’s efforts to reduce its dependence on US and other foreign technology 
is Xi’s push ‘to achieve greater self-reliance and strength in science and technology’, which was 
a key theme of his report to the CCP’s 20th National Congress earlier this year.88 This is as much 
about competing ‘on the global frontiers of science and technology’ as insulating China from US 
supply-chain countermeasures. For now, in any case, China will do what it can to exclude foreign 
technology and suffer what it must in the absence of domestic alternatives.
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The EU approach

The EU’s approach to managing the risks of AI is far broader than just countering authoritarian AI. 
The draft AI Act currently under consideration by the EU takes a first-principles approach to triaging 
the highest risk cases for regulatory attention across the vast field of all AI systems. Its purpose is 
to protect EU citizens from the risks of AI technology writ large—so that it’s safe, trustworthy and 
accountable and doesn’t discriminate against vulnerable groups due to unexplainable algorithmic bias. 
Like the EU’s General Data Protection Regulation, the proposed AI Regulation is based on ‘protecting 
human dignity and fundamental rights’.89

The draft Regulation separates AI products into four risk categories:90

1.	 ‘Unacceptable risk’ systems considered a clear threat to the safety, livelihoods and rights of people 
would be banned. Those include real-time biometric identification systems used in public places 
(with exceptions for law enforcement), social scoring by governments and the private sector, and AI 
systems that deploy harmful manipulative ‘subliminal techniques’ or exploit the vulnerabilities of a 
defined list of groups.

2.	 ‘High-risk’ AI systems would be subject to strict obligations before they can be put on the market 
(see below). This category currently includes products covered by EU health and safety laws that 
require third-party conformity assessment (such as medical devices, radio equipment, cars, 
toys and aviation equipment), as well as AI systems used for remote biometric identification, 
the regulation of road traffic, and water, gas, heating and electricity systems. Also covered 
are AI systems that make decisions on access to education, student assessment, recruitment, 
termination, eligibility for benefits and creditworthiness. Systems that dispatch emergency 
first-response services or have specific purposes in law enforcement, justice and immigration 
are also judged high risk. AI systems that merely supplement relevant decisions or actions (to be 
defined) are currently excluded from this category.

3.	 ‘Limited risk’ AI systems such as chatbots would require users to be aware that they’re interacting 
with a machine so they can take an informed decision to continue or step back.

4.	 ‘Minimal or no risk’ AI systems, such as AI-enabled video games, spam filters and 
inventory-management systems, could be used freely.91

The steps required of vendors to comply with the draft Regulation are comprehensive. High-risk AI 
would need to be trained on datasets that are complete, representative and free of errors (to the 
best extent possible); implemented on traceable and auditable systems in a transparent manner; 
subject to human oversight at all times; and robust, accurate and secure. Before marketing such a 
system, operators would need to build a quality-management system, maintain detailed technical 
documentation and conduct an assessment to ensure that the system conforms to the Regulation 
(for certain systems, an external notified body will be involved in the conformity-assessment audit). 
Once their product is on the market, operators would need to monitor the system and update the 
documentation and conformity assessment if substantial changes are made. Significant penalties for 
violations would apply, particularly to large companies; for example, for noncompliance with banned 
AI systems, up to €30 million or 6% of global revenues, whichever is higher.
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In May this year, two European Parliament committees recommended amendments to strengthen 
the draft Act, notably by imposing specific obligations on providers of foundation model generative 
AI, whether used on a stand-alone basis or embedded in an AI system or product. Notably, vendors 
would be expected to ‘demonstrate through appropriate design, testing and analysis that [sic] 
the identification, the reduction and mitigation of reasonably foreseeable risks to health, safety, 
fundamental rights, the environment and democracy and the rule of law prior and throughout 
development’.92 Vendors would also be obliged to ‘process and incorporate only datasets that are 
subject to appropriate data governance measures for foundation models, in particular measures to 
examine the suitability of the data sources and possible biases and appropriate mitigation’.93 The 
amendments were adopted by the European Parliament in mid-June; however, the final shape of 
the legislation will be determined through trilateral negotiations with the European Commission and 
Council of Ministers; officials are hoping for a deal by the end of the year.94

The proposed Regulation has been criticised for its ornate compliance burden, and, indeed, it reads 
like a musical notation system written by people who don’t like music. The Centre for Data Innovation 
estimates that the regulation would deter investment in AI, impose enormous compliance costs, 
particularly on small and medium-sized enterprises, slow down the digitisation of the economy and 
encourage ‘a brain drain of European entrepreneurs to countries where they can build AI companies 
with fewer bureaucratic hurdles than they face at home’95—a sort of reverse ‘Brussels effect’.

One hundred and fifty of Europe’s largest companies have reportedly written to the commission to 
complain that the draft legislation ‘would jeopardise Europe’s competitiveness and technological 
sovereignty’. They have particular concerns about the proposed restrictions on generative AI.96 Recent 
Stanford Institute research has also warned that many of the foundation model providers, including 
OpenAI, Google and Meta, would ‘not comply with [the European Parliament’s proposed] requirements 
to describe the use of copyrighted training data, the hardware used and emissions produced in 
training, and how they evaluate and test models’.97 (By contrast, in late March this year, the UK 
Government published an AI White Paper that proposes a more light-handed approach to regulating 
AI out of concern that ‘rigid and onerous legislative requirements on businesses could hold back AI 
innovation’.98)

That said, the draft EU framework has some attractive qualities. Principally, it provides a systematic 
approach to identifying AI systems that carry concerning risk. While the EU framework isn’t designed 
with the risks of AI from digital authoritarian states in mind, the framework is a practical attempt to put 
arms around the totality of AI technology and identify which subtypes democracies should be worried 
about. The draft recognises that the EU can’t and doesn’t need to regulate everything (although the 
EU Parliament’s version of the Act proposes to regulate all foundation AI, which would be a dramatic 
departure from this risk-based approach because it would assume ‘that very broad categories of AI are 
inherently dangerous’.99)

The EU scheme is also country-agnostic. Products would be banned or regulated on the basis of their 
functionality, not their provenance. The EU Regulation would theoretically capture and regulate the 
more pernicious types of AI from the US as well as from China. This has its advantages for countries 
hoping to avoid or minimise the kind of retaliation meted out to Australia when it called out ‘high-risk’ 
5G vendors from China.
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The downside of the EU Regulation is that it’s breathtakingly ambitious and complex, with a load of 
implementation risk. And country-agnostic approaches sometimes distract from focusing on the 
most important threats.100 Because it’s trying to solve all the AI problems in one go, applying it to 
authoritarian AI could be a bit like renovating your kitchen while re-roofing your house: it’s possible in 
theory but it takes a lot of willpower.

And, while Europe is increasingly anxious about China’s de facto support for Russia on Ukraine, it 
remains conflicted about China. Certainly, willpower to confront PRC digital-security risks has been 
lacking in the past. EU members have been slow to ban Huawei from their 5G networks101 and quick 
to penalise US big tech under the General Data Protection Regulation,102 as demonstrated by the 
recent record US$1.3 billion fine handed out to Meta for sending Facebook user information to the 
US due to EU regulator concern that it can be accessed by US intelligence agencies beyond effective 
legal challenge.103

There are signs that Europe is shifting on China. In a tough speech on the eve of her visit with French 
President Macron to China in April this year, European Commission President Ursula von der Leyen 
noted that Chinese companies ‘are obliged by law to assist state intelligence-gathering operations 
and to keep it secret’ and that the CCP’s ‘clear goal is a systemic change of the international order 
with China at its centre’.104 In mid-June, the commission announced that it would phase out its 
procurement and contracts with Huawei and ZTE and urged member states ‘to adopt urgently relevant 
measures as recommended in the EU [2020 5G cybersecurity] Toolbox, to effectively and quickly 
address the risks posed by the identified suppliers’.105

And, in late June, the commission released a European economic security strategy in response to ‘[r]
isks presented by certain economic linkages [which are] evolving quickly in the current geopolitical and 
technological environment and are increasingly merging with security concerns’.106 The strategy seeks 
to preserve ‘the vast majority of Europe’s highly valuable economic links to the world while ensuring 
that the new risks we face, which are narrow but critical, are effectively tackled’.107 The strategy focuses 
on the risks of ‘certain economic linkages’ (code for China) in four areas: the resilience of supply chains; 
risks to the physical and cybersecurity of critical infrastructure; risks related to technology security 
and leakage; and risks of weaponisation of economic dependences or economic coercion. It proposes 
multiple measures to tackle those risks, some of which would help address the concerns raised in 
this paper.

Of course, the power to take action rests with EU countries, and its two leading members, France and 
Germany, are wobbly on China. To be sure, both countries signed off on the ‘G7 leaders’ statement on 
economic and economic security’, which takes aim at Chinese supply chains and economic coercion, 
in May this year.108 Against that, among the things traded by Macron on his trip to China in return for 
business deals and Xi’s blandishments on Ukraine was a promise ‘to continue to process licensing 
applications from Chinese companies in a fair and non-discriminatory manner on the basis of the laws 
and regulations of the two countries, including national security’.109

Germany’s views on China are more interesting. The government’s recently-released Strategy on 
China110 brings German views on China closer to the European Commission’s.111 But the issue of 
Chinese technology appears to be heavily contested by the business community and within the 
coalition government—with resulting mixed messages. On the one hand, it was reported in March this 
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year that Germany’s cybersecurity agency is preparing to ban new Huawei and ZTE equipment from 
the country’s 5G networks, which are heavily dependent on Chinese 5G equipment.112 Also, reportedly, 
residual Chinese telco kit is under review, and German agencies are also looking at expanding 
scrutiny to other kinds of technology from authoritarian countries.113 On the other hand, in February 
this year, ZTE announced that Germany had certified its 5G radios114 and, as I’ve noted, in March 
this year German rail operator Deutsche Bahn chose Huawei to build the network underpinning its 
digital infrastructure.115

But there’s a deeper problem with the proposed EU AI Regulation: it’s designed to deal with a 
challenge that’s adjacent to but different from that posed by Chinese AI-enabled products and 
services. It’s concerned with how to make AI ‘human centric, so that people can trust that the 
technology is used in a way that is safe and compliant with the law, including the respect of 
fundamental rights’.116 This is an important enterprise, but it’s aimed at protecting the individual 
democratic rights of citizens, not the security of the democracies’ digital ecosystem as a whole. 
Democratic countries must design AI regulations that address both those challenges, but they 
represent different kinds of risk.

And they require distinct approaches. The EU Regulation has a different starting point from that 
required for the authoritarian challenge. The EU assumption is that appropriately regulated vendors 
can be trusted if they meet the rigorous and ongoing compliance regime, on pain of reputational 
damage and stiff financial sanctions for breaches. However, in a digital world where systems can be 
invisibly manipulated remotely or directly through vendor servicing contracts, can this approach 
ensure that PRC companies under pressure from their security services won’t make their products and 
services available as a covert platform for Chinese influence, espionage and sabotage?

Finding the right balance between national-
security threat and moral panic
For a number of practical reasons, not least the sheer breadth and variety of AI-enabled technology, 
there should be a high benchmark for regulating Chinese AI-enabled technology. Regulation increases 
economic costs for affected businesses, public utilities and research organisations. Many businesses 
and researchers in the democracies want to continue collaborating on Chinese AI-enabled products 
because it helps them to innovate, build better products, offer cheaper services and publish scientific 
breakthroughs. Collaboration with a Chinese self-driving car company with access to large volumes of 
training data might be the competitive edge for a tech start-up founder in Silicon Valley who’s building 
self-driving cars. Access to cheaper cranes and container-scanning equipment from China may make 
Australian ports more economically viable. Chinese body-scanning equipment may be a significant but 
affordable security upgrade for Indian prisons. A medical scientist in the UK researching AI to detect 
brain tumours might rely on a world-leading Chinese medical AI system.

The regulation of Chinese products would also tend to disadvantage low-income consumers. That 
group can least afford the increased costs that would be passed on by companies forced to use higher 
cost non-Chinese products. There’s also the risk of Chinese economic countermeasures against the 
smaller democracies, particularly if they go it alone.
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The policy goal here is to take prudent steps to protect our digital ecosystems, not to economically 
decouple from China or weaken its tech exports (although both those will probably be second-order 
effects). Von der Leyen is right about China: we need to ‘de-risk—not de-couple’.117

A framework to identify, triage and manage the risk of authoritarian AI-enabled products and services 
might consist of the three-step process set out below. The intent is similar to that proposed in the draft 
US RESTRICT Act, although the focus here is on teasing out the most serious threats.

Step 1: Audit

This report hasn’t set out to provide comprehensive evidence that the democracies are riddled with 
Chinese AI-enabled products and services. The point is that no one has systematically looked. Some 
things, such as surveillance cameras, drones and TikTok, are obvious. Others, such as the cranes, 
security-screening equipment and digitised rail-signalling systems cited above emerge in the media 
from time to time. But, circumstantially, it’s likely that there are many other examples that are less 
obvious. China is the world’s second largest economy, with a vast industrial and technological base 
that produces industrial and consumer goods and services at highly competitive prices. At a minimum, 
it’s worth understanding the level of exposure.

An audit should identify AI-enabled systems the purpose and functionality of which warrant closer 
inspection. What’s the potential scale of our exposure to this product or service? Where is it or could 
it be deployed? What groups and how many people are or might be affected? How critical is this 
system to essential services, public health and safety, democratic processes, open markets, freedom 
of speech and the rule of law? What are the levels of dependency and redundancy should it be 
compromised or unavailable?

A good place to start looking are sectors in which PRC intrusions have been detected, since that’s a 
decent indicator of PRC security agencies’ interest. It’s instructive that attacks attributed by Microsoft 
in late May this year to Volt Typhoon, ‘a state-sponsored actor based in China’, have since 2021 
‘targeted critical infrastructure organizations in Guam and elsewhere in the United States [spanning] 
the communications, manufacturing, utility, transportation, construction, maritime, government, 
information technology, and education sectors’.118

As I’ve noted, the EU’s risk-based categories are a useful model. However, given that the object of 
regulation here isn’t companies seeking to maximise their profits while guarding their reputations 
but companies vulnerable to direction by the covert arm of a state actor, logically many products 
and services classed by the EU as ‘high-risk’ (acceptable with mitigation) or even ‘minimal or no risk’ 
(no further action) may require a stronger response. It’s one thing to regulate and trust a ‘high-risk’ 
AI-enabled Siemens SCADA119 system to control your road traffic, water, gas, heating and electricity 
systems, but it might be more prudent to ban an equivalent Chinese system. The EU framework rates 
inventory-management systems as ‘minimal or no risk’, but, having lived through a pandemic, we all 
understand the importance of supermarket inventory systems, so we should also regard PRC inventory 
products more warily.

AI-enabled products and services evolve rapidly. As their capabilities improve, so may their risk profile, 
so the audit/review process needs to be ongoing.
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One final point. Identifying products made in China isn’t straightforward. In response to mounting 
suspicion towards PRC products, many Chinese companies don’t flaunt their origins. A recent review 
by The Economist of dozens of Chinese companies’ websites found that most could easily pass for 
Western brands.120 And some products that are claimed to be made in third countries may be entirely 
composed of PRC components under the skin. A 2022 investigation by Taiwan’s CommonWealth 
Magazine into a ‘made in Taiwan’ Benelink video surveillance camera discovered that ‘From the 
external structure to the internal motherboard, it is exactly the same as the products of China’s 
Hikvision’, which is banned in the US and prohibited for use by Taiwanese public agencies (and now, 
it seems, by federal agencies in Australia).121 The central question is: are these products and services 
able to be interfered with by a company that can be directed by the Chinese state? For this sort of 
problem, we need a second step.

Step 2: Red Team

Anyone can identify the risk of many PRC-made AI-enabled technologies in sensitive locations such 
as government infrastructure, but, in other cases, the level of risk will be unclear. In such cases, you 
need to set a thief to catch a thief. The best gamekeepers are those who can get inside the poacher’s 
mind. A team of people with experience in intelligence operations, cybersecurity and perhaps military 
planning, combined with relevant technical subject-matter experts, could provide valuable insights to 
identify the devices, systems and use cases we should really be concerned about. This overlaps with 
but is broader than a purely cybersecurity approach. It’s less about whether the product or service 
contains vulnerabilities or suspect code and how we might defend against that. Rather, it’s about how 
we could attack an adversary using the ‘legitimate’ functionality in the vendor’s system to conduct 
harmful operations.

What could our agencies and militaries do if they had privileged access to (that is, ‘owned’) a candidate 
AI-enabled system identified in Step 1? This is the real-world test because all intelligence operations 
cost time and money, particularly the useful sort that are integrated into a broader plan involving other 
instruments of national power, such as the armed forces. Just because the PRC security services can 
compel the cooperation of any Chinese company doesn’t mean they will. Their legally sanctioned 
ubiquity of access provides many options, but these are very busy people with full days. Some points 
of presence in a target ecosystem offer more opportunities than others. PRC-made cameras and 
drones in sensitive locations are a legitimate concern, but their usefulness may be localised and not 
scalable. However, effects in narrow areas such as electricity grids and fuel-distribution and logistics 
systems could be devastating.

The level of threat isn’t always self-evident. Some Chinese kit that appears dubious might not, in 
practice, be a useful vector for nefarious operations. Surveillance cameras and cranes stick out like 
balloons, but their risk depends on where they are and what they’re connected to. Is there a pathway 
back to China or backdoor access to other networks of interest? Can that risk be mitigated, or should 
there be a blanket ban?

What could our security and intelligence agencies do with TikTok if they could compel the company 
to fully cooperate in intelligence operations? TikTok reportedly harvests more data than other 
social-media apps, including detailed information about the user’s location and other apps that they’re 
running (which presumably is why it provides such a satisfying user experience).122 We know that 
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data can be accessed by PRC agencies, so government and military folk should certainly not be using 
TikTok. Indeed many governments (including Australia’s) have already banned the app from official 
devices.123 And any journalist who recalls encoding their sources in a little black book and vehemently 
opposing their government’s surveillance laws might want to toss TikTok.

Beyond that, the merits of a general ban on technical security grounds (instead of the long-term 
impact of young minds shaped by its curated content) are a bit murky, so ‘red team’ analysis might be 
useful. Can our Red Team use the app to jump onto connected mobiles and IT systems to plant spying 
malware? And what data can TikTok harvest from government and commercial websites carrying 
TikTok tracking pixels?124 US Federal Bureau of Investigation Director Christopher Wray has noted the 
risk to connected systems: ‘They have the ability on it to get … access to the software to devices. So 
you’re talking about millions of devices and that gives them the ability to engage in different types of 
cyber activity through that.’125 What system mitigations could stop us getting access to data or onto 
connected systems if we had compelled access to TikTok systems? If the Red Team revealed serious 
vulnerabilities that could not be mitigated, a general ban might be appropriate.

One other thing: the all-clear for any app is only good for that version of the software. We’re always 
potentially one update away from more pernicious capabilities. Thus, the price of (teenage) freedom is 
eternal vigilance on TikTok.

The scale of the Red Team undertaking suggests a division of effort among the democracies, starting 
with the Five Eyes. That collaboration could then be expanded to other democracies—notably Quad 
members Japan and India, which have a particularly strong incentive to understand the risks of 
Chinese technology, given their geography.

Advice from security and intelligence agencies has credibility because, having hunted with the 
hounds, they know best how to protect the hares. This approach is reflected in the UK security 
service’s (MI5’s) new National Protective Security Authority, which will ‘provide expert, intelligence-led 
advice [and training] to businesses and institutions in sensitive sectors of the economy, including 
critical infrastructure, emerging technology and academia’.126 That decision partly reflects the 
UK Government’s intent to ‘strengthen our national security protections in those areas where the 
actions of the CCP pose a threat to our people, prosperity and security’, including in critical national 
infrastructure and supply chains.127 The UK Government has also foreshadowed a UK Supply Chains 
and Import Strategy ‘to support specific government and business action to strengthen our resilience 
in critical sectors’.128

Step 3: Regulate

Decide what to do about a system identified as high risk. Treatment measures might range from 
prohibiting Chinese AI-enabled technology in some parts of the network, to a ban on government 
procurement or use, or to a general prohibition. Short of that, governments could insist on measures 
to mitigate the identified risk or dilute the risk through redundancy arrangements. For example, 
some US ports with ZPMC cranes reportedly use software provided by a Swiss company to operate 
the cranes.129

The levels of risk and treatment need to be case-specific. Should US hospitals continue to use PRC 
company UBTECH Robotics’ ADIBOT-A autonomous UV-C disinfection robots with AI featuring multiple 
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radar and mapping technologies?130 Probably. Is it a good idea for a nuclear facility to use UBTECH’s 
ATRIS all-terrain security patrol robot for intelligent security with binocular cloud-based camera 
capabilities and built-in sensor technology including infrared and facial equipment?131 Perhaps not. 
Should DJI drones be used by our militaries and border control authorities? Reputational risks aside, 
that depends on what they’re used for and how well they can be secured (see ‘Step 2: Red Team’).132 
Is there an equally compelling case that DJI drones shouldn’t continue to be available to consumers? 
Doubtful.

As the Brits understand, public education about the risks is also key, and in many cases may be an 
appropriate alternative to regulation. For example, short of fully banning TikTok, governments could 
alert citizens to the platform’s censored feed and the risks to their data.

Wherever they can, the democracies should regulate in unison, not least because collective regulatory 
responses from like-minded countries are less likely to lead to Chinese retaliation because they raise 
China’s reputational and economic costs.133

A new framework to regulate PRC-made generative AI

The foregoing three-step framework could be used to regulate PRC-made LLMs and other generative 
AI. Baidu, Alibaba, Huawei, SenseTime and other Chinese companies are developing products similar 
to ChatGTP.134 It’s early days, but a couple of observations are possible. At its broadest level, generative 
AI churns through vast inputs of text, image, audio and video data to produce outputs that are useful 
because they reflect reasonably accurate information about the world. In the same way that the 
democracies worry about generative AI’s impact on citizens’ rights, the CCP worries about what it 
means for authoritarian rule. It’s a challenge for the party, up there with regulating the internet, but 
with sharper costs for getting the balance wrong. How can the CCP control this new information 
environment without damaging China’s bid for leadership in generative AI technologies?135

There’s a question about whether an LLM that was acceptable to China’s regulators would be 
commercially competitive in the democracies. As The Economist has put it, ‘it is difficult to see how 
a Chinese company could create something as wide-ranging and human-like (ie, unpredictable) as 
ChatGPT while staying within the government’s rules.’136 If we apply to Chinese LLMs the same ethical 
standards we use to measure LLMs developed in the democracies, one wonders about the attractions 
of a product that conforms with rules that it ‘not subvert state power, incite secession, harm national 
unity or disturb the economic or social order [and] be in line with the country’s socialist values’?137

But history suggests that we shouldn’t underestimate China’s ability to thread this needle. If LLMs and 
other generative AI are rendered safe for the CCP, we should be sceptical about whether they’re safe for 
the democracies. The old adage is ‘rubbish in—rubbish out’, so, in tandem with understanding how we 
protect our individual rights from this kind of AI, we need to start thinking about how we protect our 
digital ecosystems from its authoritarian analogues.

Other pieces of the puzzle: standards, global partnerships and legal frameworks

The framework proposed here is a prudent step to address the problem posed by the presence of 
Chinese AI-enabled products and services, which are subject to direction from PRC security agencies, 
throughout the digital ecosystem of the democracies, but it’s not a full solution.
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As a number of commentators have pointed out, international standards that embed democratic 
digital norms into the technical specifications for AI products and services are also an important 
piece.138 Regulating AI systems that have already been developed and deployed is reactive, difficult 
and time intensive. It’s like building cybersecurity on top of an internet architecture designed for 
openness. And, because of the economic costs, lack of commercial alternatives and fear of trade 
retaliation, governments can be tempted to squint when regulating Chinese technology. Rather 
than banning those technologies, they may come up with mitigations that don’t address all the 
underlying vulnerabilities. Clear, technically defined standards based on worst-case risks would be 
country-agnostic and create a market for alternatives to authoritarian products and services.

Of course, standards are most effective when developed early in the technology/product life cycle. 
We have an opportunity to do that now with LLMs and other emerging AGIs. This is where the two 
approaches to AI outlined in this report—one concerned with fundamental rights and the other with 
authoritarian AI from China—can work in harmony. Rules and norms designed to make emerging AI 
safe for democratic citizens are a good starting point for developing technical standards that would 
apply to all vendors—including those from authoritarian countries.

The US–EU Trade and Technology Council announced last December is a welcome effort to work 
together on the Joint AI Roadmap, which ‘will inform our approaches to AI risk management and 
trustworthy AI on both sides of the Atlantic, and advance collaborative approaches in international 
standards bodies related to AI’.139 As, too, is the G7’s recent commitment to support standards to 
shape the next generation of technology based on ‘our common democratic values and principles’.140

Standards probably won’t solve the problem by themselves (Chinese companies might meet such 
standards and still enable their products and services as covert platforms for interference), but 
standards would reduce the magnitude of the problem and enable countries to exclude by default at 
least a portion of Chinese devices and services with undesirable functionality.

Another piece of the puzzle is legal frameworks obligating operators of critical infrastructure to protect 
their assets, which are potentially the vector for many of the highest threats to democracies’ digital 
ecosystems from authoritarian AI. Those frameworks might be tightened up to compel operators to 
actively manage or limit their use of PRC AI-enabled products and services.141

We should also not forget that the ultimate goal is what Chris Inglis and Harry Krejsa call a ‘durable 
and secure digital ecosystem’.142 The approach advocated here to risk-manage exposure to Chinese 
AI-enabled technology won’t stop China (or Russia) hacking into other non-cooperative networks to 
steal personal or intellectual property data or pre-position malware on critical infrastructure. But it 
would reduce a class of cyber threats from within AI-enabled products and services ‘owned’ by China 
in cases in which traditional cybersecurity defences aimed at managing intrusions from outside the 
network are likely to be less effective.143
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Conclusion
The challenges posed by AI aren’t new to the democracies, which have always needed to be vigilant 
about threats to both individual freedom and the security of the collective. Without either of those, 
democracies are imperilled. To be clear: prudent regulation is required to ensure that AI evolves to 
support the individual rights and prosperity of democratic citizens.

At the same time, democracies need to act to protect their digital ecosystems from authoritarian 
regimes that don’t share their values or interests. The approach outlined here will be seen by some 
as dangerously extreme and by others as guilelessly cautious. It is, however, a balanced measure in a 
world in which China is neither at peace nor at war with us. We should be vigilant about the balloons in 
the sky, but we should think harder about the ghosts in the machine.

Appendix: US efforts to constrain PRC advanced 
computing technologies in China and at home
The proposed RESTRICT Act, with its focus on systematically regulating Chinese technology within the 
US digital ecosystem, raises the stakes in US–China tech rivalry.

However, US efforts to constrain China’s tech rise have been building for some time. Indeed, growing 
bipartisan concern about China is a through line between the Trump and Biden administrations. 
President Trump placed hundreds of Chinese companies, organisations and affiliates on the 
Department of Commerce’s Entity List, prohibiting them from buying parts and components from US 
companies without approval, including many of China’s official ‘AI champions’, such as Huawei, iFlytek, 
Hikvision, Megvii Technology, SenseTime and Yitu. In 2020, Trump banned US companies and citizens 
from investing in the securities of dozens of Chinese technology companies and barred government 
procurement from a further subset. And, in the same year, Trump blocked the sale to Huawei of chips 
made abroad with US technology, crippling the company.144

US efforts to purge Chinese technology inside the US also reach back to the Trump administration as 
it sought ways to identify and remove suspect Chinese technology supplied by companies such as 
Huawei and ZTE. In 2018, Title 2 of the SECURE Technology Act created a federal council to analyse 
supply-chain security threats and recommended orders to remove or exclude certain technologies 
from federal networks. In 2019, the administration amended the National Defense Authorization Act 
to prohibit federal agencies from using equipment and services from five Chinese tech companies and 
working with contractors that use covered equipment. Also in 2019, the Department of Commerce was 
empowered to block public and private procurement and use of certain foreign ICT and services. And 
the 2020 Secure and Trusted Communications Networks Act permitted the Federal Communications 
Commission to restrict the purchase of certain ICT and systems using federal funds.145 However, 
since many US public services and critical infrastructure systems are managed by state and local 
governments, implementation has been patchy and ‘thus far, these entities have generally not revised 
their procurement laws to address those threats’.146

26 Policy brief: De-risking authoritarian AI: a balanced approach to protecting our digital ecosystems



In October last year, President Biden extended Trump’s approach, imposing wide-ranging export 
controls on the sale to China of advanced chips, chip-fabrication equipment, supercomputers and 
related software. Because those rules cover third-country suppliers that use US chip designs and 
tooling technology (pretty much all of them at the high end), they have the potential to severely 
impede China’s advanced computing and AI development. As a further brake on China’s catch-up 
efforts, the rules also prohibit US companies and citizens from sharing their expertise in those areas.147 
The administration is reportedly considering further measures to ban the export to China of even less 
capable AI chips and to restrict Chinese firms’ use of US AI cloud services as a workaround.148

Also last September, Biden signed an executive order to strengthen US foreign investment 
screening to consider, in connection with countries of concern (read China), a new set of specific risk 
factors, such as ‘whether a transaction impacts US leadership in technologies relevant to national 
security, or presents risks to US persons’ data’.149 And the administration is reportedly currently 
considering regulating US private-equity and venture-capital investment in Chinese companies 
involved in advanced semiconductors, quantum computing and some forms of AI that pose 
national-security risks.150

The Biden administration is also using industrial policy to maintain US technological leadership in 
the face of competition from China. In August 2022, Biden signed into law the CHIPS and Science 
Act, which is a bipartisan piece of legislation investing $280 billion to support US chip manufacture, 
research and development and STEM education and workforce-development initiatives.151 The 
administration has also taken steps to protect US tech innovation from theft or abuse through Biden’s 
May 2022 Executive Order on Improving the Nation’s Cybersecurity and subsequent directives.152

Biden’s National Security Advisor, Jake Sullivan, has framed those measures in a historical context. If 
the first wave of the digital revolution promised that new technologies would favour democracy and 
human rights, and a second wave saw an authoritarian counter-revolution, a third wave was needed 
‘to ensure that emerging technologies work for, not against, our democracies and security’.153 Sullivan 
said it was no longer enough for the US to maintain ‘relative’ advantages over its competitors, making 
sure to stay a couple of generations ahead: ‘Given the foundational nature of certain technologies, 
such as advanced logic and memory chips, we must maintain as large of a lead as possible.’154

This approach dramatically widens the target set from controlling weapons-related and dual-use 
technologies to a whole class of technology. The US now seeks to constrain Chinese supercomputing, 
AI and advanced chip production ‘due to the enabling effects—rather than direct links—these 
technologies will have on China’s military and surveillance capabilities’.155

The US approach has been criticised by those who argue that this ‘economic iron curtain’156 alienates 
Asian and European partners and allies,157 harms US businesses and consumers, and won’t work in 
the long run because the US lacks the overall dominance in dynamic advanced-technology supply 
chains.158 Critics say that foreign companies will adapt workarounds ‘designing-out’ US technologies to 
evade US controls, leaving US companies with less revenue to innovate.159

However, the US’s approach also plays to its strengths in computing power, leading-edge innovation 
and international partnerships,160 all of which are areas where China faces challenges. And it pits 
a dynamic tech sector supported by directed government funding against a top-down party 
bureaucracy dictating priorities161 to a deferential tech sector162—a game the US has won before.
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Acronyms and abbreviations
AGI artificial general intelligence
AI artificial intelligence
ASI artificial superintelligence
CCP Chinese Communist Party
EU European Union
GDP gross domestic product
GPT generative pre-trained transformer
ICT information and communications technology
IT information technology
LLM large language model
NGO non-government organisation
NSCAI National Security Commission on Artificial Intelligence (US)
PRC People’s Republic of China
RESTRICT Act Restricting the Emergence of Security Threats That Risk Information and 

Communications Technology (RESTRICT) Act (US)
STEM science, technology, engineering and mathematics
TAI transformative AI
ZPMC Shanghai Zhenhua Heavy Industries Co. Ltd
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